Csc744 Programming Assignment 1 

Assigned on Sep. 24, 2008

Due on Oct. 22, 2008
1 What to hand in

You are asked to hand in the following:

(1) All the files (all .c files and lamboot file). Please name all your files starting with your account name on typhon(that is, your last name). Submit your files by e-mail to the address huo@mail.csi.cuny.edu.
(2) For each function explain what it does what the various arguments denote. For such explanatory statements use C type comments.

/* This is a C comment */

/* This is a multiline C comment */

// Do no use such a comment line

Make sure that your source file compiles under standard ANSI C. Do not use extensions of ANSI C or any C++ constructs.

In case your C functions do not work as specified, you may receive partial credit depending on the documentation supplied (bug list etc).
2 What to implement

Implementations are required for the function described in Part A and B. Part A is worth 100 points. Part B is optional and worth 100 points. Students who don't do it will not be penalized; students who do it can only improve their course grade. A student is not allowed to do Part B only in place of A.
3 Which machine to use

Typhon (CSI’s cluster).
4 Part A: There are two tasks in this part.
Task 1(50 points): Run the example posted on the course web site

In this task, you don’t need send me the .c file and lamhosts file. 

In order to submit your program to grid engine, you should modify your program such that all the outputs should be written to an output file.

Please copy all the steps you have run on typhon to a text file and submit it to me. Make sure to include all the commands you have typed and the corresponding results.

Name your text file starting with your last name.
Task 2(50 points): Get the sum of n intergers
You are required to implement sum algorithm in parallel.

Input:   (1) create an input file including the total number of integers which will be added, and n integers which need to be added.

Output: write the summation of n input integers to an output file.

You are going to use 8 nodes of typhon to do this task. Make sure you submit your MPI program to grid engine instead of running your program on head nodes(lamhosts)
Part B: Broadcasting by k-ary replication (Make sure you submit your MPI program to grid engine)
You are required to implement the broadcasting algorithm that uses k-ary replication(In the class, we discussed 2-ary(binary) tree broadcasting). You are asked to write a C function with the following syntax and behavior.
void mpi_mbroadcast(int fromp, int multi, int degree, char *from, char *to, int nbytes);

· fromp is the source processor that holds the message to be broadcast. Note that in the algorithm presented in the class it is assumed fromp=0. You are now required to generalize that algorithm and make it work for any value of fromp.

· multi is the length of the data structure that is being copied. (the structure to be broadcast is an array of multi entries, the size of each entry being nbytes long).

· degree is the degree of replication. In other words, each processor, in each superstep, would send the received message to at most degree-1 other processors.

· from is the base address of the first byte that will be broadcast.

· to is the base address of the first position that will receive the broadcast message.

· nbytes is the size in bytes of the elementary data type (array element) that is being copied.
