Csc744 Homework 2 

Fall 2008
          assigned on 10/15/2007

          due on 10/29/2007

Problem 1. 
Consider two algorithms for solving a problem of size N, one that runs in N steps on an N-processor machine and one that runs in (N steps on an N2 processor machine. Which algorithm is more efficient?
Problem 2 

Assume there is no buffer for messages. Is the following MPI program segment right? If it is not right, explain why you think it is incorrect and how you modify this MPI program segment.

if (my_rank == A) { 



tag = 0; 



MPI_Send(&x, 1, MPI_FLOAT, B, 1, MPI_COMM_WORLD); 



. . . 



tag = 1; 



MPI_Send(&y, 1, MPI_FLOAT, B, 0, MPI_COMM_WORLD); 

} else if (my_rank == B) {



tag = 1; 



MPI_Recv(&y, 1, MPI_FLOAT, A, 0, MPI_COMM_WORLD, &status);



 . . . 



tag = 0; 



MPI_Recv(&x, 1, MPI_FLOAT, A, 1, MPI_COMM_WORLD, &status); } 

Problem 3.

What is an algorithm for Parallel Sum if we have p processors, where p < n ? (You may assume that n is a multiple of p).

Problem 4. 
You are given n binary values X1,…, Xn. Find the logical OR of these n values in constant time on a CRCW PRAM with n processors.
Problem 5. 

How fast can you evaluate in parallel xn for some input x and integer n? Express running time, number of processors used and parallel work in terms of n. Your algorithm must minimize all three parameters (for you to receive full credit).
