Association Rule

Algorithms
N —

* developed to analyze market basket
data

* identified groups of market items that
customers tended to buy in association
with each other

* People who buy soap and shampoo
have an increased probability of buying
hairspray.



Define:
S B

e I =iy iy .., I,} whereiis a set of
items

e Let database D consist of a set of
records called transactions, T

e Each transactions T contains a set of
items such that 7T 1

e let X I
e Tcontains X iIf X T



More Formally
S

e Given a set of items I, (or
a set of variables from
each transaction or
record)

e an association rule is a
probabilistic implication
X OO Ywhere X and Y are
subsets of I and

XnY=¢@




Support — A rule’s statistical significance in
a dataset.

« A set of items is said to satisfy a transaction T in
the dataset if each item’s value equals 1, or is
contained in that transaction.

« Given an association rule X I Y where Xand Y
are two disjoint sets of items, then the support of
the rule is the number of records that satisfy X U
Y divided by the number of records.

 s% of records that contain XU Y



CPUBusy =1 [J] Network Busy =1

Support
N

CPU Network | Response | Network
busy | Busy Time Hgh | BusyHoh
1 0 1 0

1 1 0 0

1 1 0 1

1 0 1 1

0 1 0 0

1 0 1 1

1 1 0 0

1 1 1 1

0 1 1 1

1 1 0 1

#records where CPU
Busy and Network
Busyare1=5

total # records =10

support = 5/10 =
50%



Confidence
I

Confidence — The strength of a rule relative
to the dataset.

Given an association rule X I Y where X
and Y are two disjoint sets of items, then
the confidence of the rule is the number of
records that satisfy X U Y divided by the
number of records that satisfy X.

c% of transactions that such thatif Xisin T
thenYisin T



CPU busy =1 [] Network Busy =1
Confidence

#records where
CPUBusy1=38

#records where
CPU Busy and
Network Busy
are1=95

confidence = 5/8
=63%




Very Interesting!
I

A rule that has a support above a user
defined threshold, minsup, and
confildence above a user defined
threshold minconf, is an interesting
association rule Apriori




Brute Force Approach
E B

{1,2,3,4}
£1,2,3% {1,2,4} {1,3,4} {2,3,4}
1L, 2y {1,3F {L,4} {2,3}{2,4} {3, 4}
1y {27 {3} 45
List all itemsets and calculate support.
Given n items, number of itemsets is 2"

For highly dimensional datasets this is very bad
(Curse of dimensionality)



Apriori
E B

(Agrawal, Imielinsk, and Swami) is an
association rule algorithm that efficiently
finds rules by finding sets of high
support (large itemsets) and then
generating confident rules from highly
supported sets.



Iwo Parts
HE B

1. Find all large itemsets with minimum
support

2. Find all rules from these itemsets with
minimum confidence

Part 2 is linear and “easy”

Part 1 is exponential



Subsets of Large Itemsets are

Large
B B

{1,2,3.,4}

{1,2?3} {1,2,4} {1§3,4} {2,3,4}

{1,2}y {1,3} {1,4} {2,3} {2,4} {3,4}

él} 123 137 {4

The set of all itemsets form a lattice. All size 1
itemsets (1-itemsets) are candidates for being large



Assume
A e
 Each transaction has an identification
number associated with it (TID)

* Items are kept in lexicographic order
within a transaction

* [temsets contain a count field, initialized
to 0, to keep track of support



Notation
B B

Table 1+ Notatwon

bettemzet | An ttemset having k itens,

net of large ketemsets | thoee with minimum support).

Ly | Each mermber of this set has two fields: 1) itemset and 1] support count,
pet of candidate keltemsets (potentially large lhemsets).

(p | Bach member of this set has two fields: 1) itemset and 1] support count,
set of candidate kettemsets when the TIDs of the generating transactions
v | are kept assoriated with the candidates,




Algorithm Apriori

1) L) = {large l-itemsets):

2) for (k=2 Loy 20 b+ ) do begin

3 Cy = apriori-gen(Lg_ ): // New candidates - see Section 2.1.1

4] fura]] transactions £ € D do begin

3] = subset(Ch. £): [/ Candidates contained in £ = see Section 2.1.2
iy f-u-ra]] candidates ¢ € () do

7 ecount++

8 emd

a) Ly = {ec | ewcount > minsup)

10} end

11) Answer = |, Ly
Figure 1= Algorithm Apriori



Apriori Candidate Generation
L,_,is joined with L,_,
p U q is inserted into C, if p and q have the same, first k — 2 items

msert into O,

seleet patem). pateni, .. patermng_ . gatern,_

from Li_y p Ly g

where piten; = qatemn. ... piten,_a = gitem,_y, ptemy,_ < gitenmy,_

Next, in the prame step, we delete all itemsets ¢ € (), such that some (k—1]-subset of ¢ & not in
-'['.I:— 1-

forall itemsets e £ () do
forall (k—1)sulsets & of ¢ do
ifisd Ly_;) then
delete o from .

Example Lot Ly be {{123% {124}, {134}, {135}, {23 4}}. After the join step, Cy will be
({1234}, {1345} ). The prune step will delete the itemset {1 3 4 5} bocause the itemset {1 4
5} is not in Ly. We will then be left with only {1 2 3 4} in ;.



Supersets of Itemsets found to be large in the
k™ iteration are candidates for large in the
k+1 iteration

{1,2,3.,4}

Apriori is a level-wise algorithm. Still exponential, but
on average better than brute force. Still cursed!



The Sample Data
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Results From Apriori On the

Sample CP Data
E—— e

Numeric data is thresholded then translated into
boolean values.

minsup = 50%  minconf = 80%
# transactions [1 date
(support = 51.0%, confidence = 98.7%)

date [1 # transactions
(support = 50.3%, confidence = 100.0%)



Apriort TID

1) L = {large l-itemsets}:
2) ) = database D
g for( E=2: L) #0 b+ ) do begin

4] Cp = apriori-gen( L ) /) New candidates = see Section 2.1.1

5 Ci=:
G)  forall entries £ € C_; do begin
7] [ determine candidate ttemsets in Oy, contained in the transaction with wdentifier £, TID

Cy={ec ) |ie—ofk]) £ {setaititemsets A (e — o[k —1]) € faet-ol-itemsets}):
8 forall candidates ¢ £ (Y do

1] ecount++-
10) (£ ) then O += < LTIDLC >
111 end
21 Ly ={ee () | cocount > minsup)
L3 end

14) Answer = | ), Ly
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Rule Generation (1 of 2)
. s

» Given a large itemset |, leta O |

* Then the confidence ofa I (I —a) s
support (l) / support (a)
* Let 4 [ a then the confidence of
all (I-a) <=confidenceofall (I—a)
* Therefore if a I (I —a) has confidence

less than minconf then a U (I —a) has
confidence less than mincontf.



Rule Generation (2 of 2)
. —

 Hence if (I— &) 1 a has confidence of at least
minconf then (I —a) [0 a has confidence of at
least minconf

— Ex. if AB 0 CD holds, then ABC O D holds and
ABD I C holds
» Given a large itemset |, generate all rules
with a single item in the consequent

« Use rule consequents and apriori gen
procedure to generate rules with consequents
of 2 items. Continue recursively



Rule Generation Algorithm
U

forall L:Lr;ge beltermsets {p, & > 2 do begin
Hy = { consequents of rules derived from . with one item in the consequent }:

1)
2)
3 LH]] ap-genrules( [y, H1):
1) en

provedure ap-genrules(l: large bitemset, H,: set of meltem consequents)
ift (k =+ 1) then begin
Hm-|—l - -'i'_I!'fiD-"ll-:EE‘Jl[Hm:I;
forall ‘r!m-H. = H:ru+l do .hE;EfII.l
conf = support(ly)fsupport (1 — hyeta )
if {eomef > maneonf) then
owtput the rule (I — bypg ) = fiypg with confidence = conf and suppart = supporti(. ):
else
delete fipq from Hopyg:
il
eall H-P'Eﬂ]-mlﬂh:: H:ru-|-l:|;

erid



Synthetic Data
. B

* Mimics transactions in retail environment
* people tend to buy sets of items together

* transactions are clustered around a mean
and few transactions contain more than one
large item

* sizes of large itemsets are also clustered
around a mean with few large itemsets
having large numbers of items



Parameters

DI | Number of transactons

T | Average size of the Transactions

I | Average size of the maximal potentially large Itemsets
L} | Number of maximal potentially large itensets

N | Number aof tterms




Synthetic Data

e Sijze of next transaction picked from a Poisson
distribution with mean p equal to |T|

e Assign items to transaction

each transaction is assigned several potentially large
itemsets

if too large for transaction 50% of time put there anyway,
other 50% of time placed in next transaction

Choose large itemsets from a set T of large itemsets.
number of itemsets in T = |L]|

the size of an itemset is given by choosing from a Poisson
distribution with p = | I|
choose itemsets randomly for first set

For subsequent sets, some fraction of the previous itemset
are chosen (large itemsets frequently have common items.
Remainder are chosen randomly

Associate with each itemset in T a weight corresponding to
the probability that the itemset will be picked (weight is
picked form an exponential distribution with unit mean and
fche7[1_n01rmalized so the sum of the weights for all itemsets
in Tis 1.

Choose the next itemset for a transaction from T by
tossing an |L| sided weighted coin.



Synthetic Data
N —

e All itemsets in large itemsets are not bought
together

e Assign T a corruption level ¢

e drop an item from the itemset when inserting
into the transaction as long as a uniformly
distributed random number between 0 and 1
is less than c

e This means that for an itemset of size /, add /
items 1 — c of the time, / — 1 items c(1-c) of
the time / - 2 items c2(1 - c) of the time

e corruption level for an itemset is fixed and
chosen from a normal distribution with mean
0.5 and variance 0.1



Association Rule Algorithms
N I

* Association rule algorithms show co-
occurrence of variables.

* tend to generate many more rules than what
IS seen in decision trees

* gives the ability to find rare and less obvious
patterns in the data.

 attempts to use the rules generated by
association rule algorithms - has met with
mixed results.
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